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In information retrieval (IR), it is important to use effective term-weighting schemes. 
Existing works focus on the divergence from randomness (DFR) scheme, which assumes 
precise shape of the actual distribution of term frequency in the dataset. To overcome 
this issue, the authors propose a nonparametric approach, called divergence from 
independence (DFI), where a specialty word occurs in its semantically related content 
with a frequency that is different from that of a non-specialty word.

Based on DFI, the authors introduce three models: saturated model, standardization, and 
normalized chi-squared distance. Subsequently, they compare the retrieval accuracy that 
is obtained by these models, their variants, and five DFR-based approaches. The 
experimental results indicate that the DFI model that is based on standardization using 
inverse document frequency (IDF) works well for well-structured documents (such as 
newspapers and congressional records), while the DFI model that is based on normalized 
chi-squared distance works well for non-controlled documents (such as web pages).

Although the experiments reported in the paper are interesting, additional experiments 
would help to provide a better picture of the quality of the proposed models. For 
example, it has been reported in other works that log entropy is effective in the case of 
scholarly papers [1], which are a type of well-structured document. Hence, the authors 
should have compared their approach with log entropy in the context of scholarly papers. 
In addition, it is important to highly rank relevant documents in IR systems. Therefore, 
the authors should have evaluated their approach in terms of how many relevant 
documents are ranked in the top 1,000 results (1,000 precision) rather than the total 
number of relevant documents retrieved. Recently, social media content, which consists 
of short text, has emerged. Some works address this point by improving classical term-
weighting methods [2,3]. It would have been nice if the authors had extended their 
experiments to cover social media content.

This paper will be helpful for IR researchers, especially those developing IR models.
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